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Abstract

The computationof definite integralspresentsone with a variety of choices.Thereare
variousmethodssuchasNewton-Leibnizor Slater'sconvolutionmethod.Thereareissue:
such as whetherto split or mergesums,how to searchfor singularitieson the path of
integration,whento issueconditionalresults how to assesgpossiblyconditional)conver
gence,and more. Thesevarious considerationgnoreoverinteractwith one anotherin a
multitude of ways.Hereinwe discusghesevariousissuesandillustratewith examples.

Introduction
In principle,algorithmicintegrationis fairly well understoodTherearealgorithmsto handlevarioussorts
of integrandsandintegrationbounds But, in the wordsof librettist Ira Gershwin,"It ain’t necessarilyso"
[6], andactualpracticeis analtogethedifferentsituation.Troublesomereasnclude:

Determining(possiblyconditional)convergence.
Recognizingandhandlingcancellatiorof additivesingularities.

Intricaciesof the algorithmicimplementationg.g.needfor recursionor relianceon powerfultransforma
tions.

Handlingof parameters.
Working with legacycode.

In this reportl will describeandillustratemanyof theissued haveencounteredh the processof work-
ing on the Mathematica [12] | nt egr at e codebase.As bestl cantell, they alsoapply in partto othel
existingprogramgthoughapproacheto handlingsaidissuesmayvary).

This reportdiscusseshe situationprimarily asit evolvedthroughMathematica versionss and6 develop-
ment. | wish to thank Oleg Marichev (in honor of whose60th birthday| spokeon this topic) [10] for
many discussionsvherehe patientlytried to walk me throughissuesinvolved in convolutionof MeijerG
functions. | also thank BhuvaneshBhatt, a senior Software Quality Assuranceengineerat Wolfram
Researchfor keepingme apprisedof the situationregardingintegrationbugsin Mathematica, andfor the
countleshourshe spenttrackinganddiagnosinghem,andmakingtestcases.

While we focuson particularsof Mathematica handling,l would be remissin not pointing out that there
is otherwork on this topic, someof which takesvery differentapproacheso similarissuesin particular
seeDavenport’ssynopsisof this sametopic [4], andvariousarticlesauthoredor coauthoredy Jeffreyon

removalof pathsingularitieq7, 8, 9].
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Basic Structureof | nt egr at e Codein Mathematica
I ndefinite I ntegration

The indefinite integrationcode consistsprimarily of a partial implementatiorof the Rischalgorithm[2,
5], in additionto extensiveaablelookup methodsTheseatterattemptto handleintegrandswith exponer

tials, trigs (and/orhyperbolics).elliptic integrals,andintegrandsnvolving specialfunctions,particularly
after the Risch methodshave given up. The actualsituationis slightly more complicatedin that Riscl
codemayhandlepartof anintegrand sendingtherestto tablelookup code.Thatin turn maydo transfor
mationsandcall theintegrationprocessecursively.

In additionto whatis statedabove,someintegrandtransformationsre attemptedprior to all else.The
ideahereis to recognizecasesvhereoneintegrandmay be convertedo somethinghatis easierto work
with, butequivalentmoduloa differentialconstant.

Also useful are mathematicallyequivalenttransformationssuch as factorizationand partial fractions
decomposition An addedwrinkle is that suchtransformationscan invert one another,and it is often
difficult to recognizewhich onewill be beneficialto a givenintegrand.Thusone musttakecareto avoid
attemptingthemblindly, and,in sodoing,incurringthewrath of the godsof infinite recursion.

Definite Integration
Definite integrationis donevia a numberof methodsasindicatedbelow.

Specialcasecontourintegration.

Newton-Leibniz codespecializedor integrandf theform rational x trig or rational x exponential.
Newton-Leibniz codespecializedor integrandsontaininglogsor polylogs.

A generakaseimplementatiorof Newton-Leibniz integration.

An implementatiorof definite integrationby convolutionof MeijerG functions[1]. This requiresthai
we integratefrom O to infinity. It alsorequireshattheintegrandberepresentedsa powerof theintegra-
tion variabletimesoneor two Mei j er Gfunctions.SinceaUnitStep  functionmayberepresentedsa
MeijerG , we may lift the infinite range requirementwheneverthe integrand requires only one
MeijerG . This methodin particularusesseveraltransformatiortacticsto handlealgebraicstrigs, logs,
exponentialsandsoforth.

The overall implementations bestdescribedas a polyalgorithmthat calls on any or all of the abovein
variousways,dependingon heuristic§or perhapgshe moodof thelittle maninsidethe code).

Brief Descriptionsand Examples of the Two Primary Methods of Definite
Integration

Newton—Leibniz

First we find an antiderivativeto the integrand.We thenlook at the integrationpath, finding candidat:
singularpoints.We will treatthesein oneof two ways(basedon crudeheuristics):eitherissuea provisc
on parametershat guaranteehe point is not a "bad" point, or elsesplit the integrationpathat that point
and uselimits aswe approachrom eitherside.Oncethe integrationpathis split into suitablesegment
we take appropriatdimits of the antiderivativeas we approachthe segmentendpointsfrom appropriat
directionsthensumthesesignedvaluesto gettheresultingdefiniteintegral.

Hereis a classicalexamplethat incorrectly gavezeroin a prior versionof Mathematica. Note that one
path,from -1+ i to —1 — i, mustbe split whereit crosseshe (negativeyealaxis.

Integrate|1/z, {z, 1+1, =1 +1, =-1-1 1-1 1+1]

217
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Slater Convolutionvia MeijerG Products

Theideain this caseis to makesuitabletransformationsothatwe haveanintegrandin, say,the variable
z, asa productZ MeijerG [expression,] MeijerG [expression,] wherewe integratefrom 0 to infinity.
While this path may seemratherspecializedpearin mind thatwe-ean-de translationsand rotationsto
move a pathto the real axis,andwe canrepresentJnitStep asa MeijerG function. This meanswe
cantreata finite interval on the positive axis asthoughit was semi-infinite, at the costof a MeijerG
factor. Thebasicconvolutiontheoremis discussedh [1].

Severalcommonfunctions such as trigs, various exponentials Besselfunctions, and certain commor

algebraicse.g. (a+ bx™™ may be representecsMeijerG  functions,while othersmay be broughtto
MeijerG form after somesuitabletransformatiorof variables Hencewe look for viabletransformation
andthendo atabledrivenconversiorin aneffort to obtainthe desiredform.

Oncein thefactoredform above(or perhapsa simplerform whereinany factor or factorsarenot present
we go into convolutioncode,at the heartof which lies a functionthatformulatestheintegratedesultasa
new MeijerG expressiorvia the Slatertheorem It thenperformssomemanipulationsn an effort to recas
in termsof betterknownfunctions.

Hereis asimpleexample.

val =Integrate  [Bessell [2, x] x®e™*?,
{x, 0, =}, GenerateConditions - False ]
nval = Nintegrate [Besseld [2, x] x®e™*?, {x, 0, w}]

Chop[val - nval , is]
10

3 e?

42

3.91864

This operatedy first convertingtheintegrando an"inert" form representingheintegrandproductas
X2 MeilerG [({}, {}}, ({0}, {}}, x] MeijerG [{(}, (}}, ({1}, {-1}}, %

Softwar e Engineering Problems Associated with this Body of Code

Below s alist of someof theissueghatany powerfulsymbolicintegrationimplementatiorwill face.

Different modules,written by different people,were often not on the bestof speakingterms. Hence
various piecesof functionality of potentially generalusemight requirereinventing,in somecaseswith
badconsequences.

Much is legacycode.It waswritten over a period of about15 years,by severaldifferent people.lt is
spreadover someseveraldozensourcecodefiles. No onepersonunderstandall of it, andsomepartsare
no doubtnot understoody anyone(this is oneof the pitfalls of legacycode).l find it unlikely thatin an
areaof this scopeany powerfulbody of codewill beentirelyunderstoody theteamthatdevelopst.

Someof the stepsusedarequite fragile. Specificallythey may be sensitiveto smallchangesn seemingl
unrelatedfunctionssuchasTogether  (providing a "canonical"form to rationalfunctions),Apart (a
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partial fractionsdecompositionwhich is in fact stitchedat the hip to Integrate ), Factor , Solve ,
Si npl i fy, andothers.After encounteringhis problemin manyforms| havecometo concludethat it
really is endemicto symbolicintegrationandnot simply an artifact of implementatiordetails.The entire
idea of working with transformationsof integrands,coupled with the mathematicalimpossibility of
creatingcanonicalforms for all possibleexpressionsandthe difficulty of forcing transformationgo be
improvementsfor a given purpose,makethis a thorny issue.Indeed,certaintypes of standardtactics
suchasintegrationby partsor useof I'Hospital’s rule for limit extractioncan actually lead to infinite
recursionif notdonewith considerableaution.

Therearetradeoffsto be madebetweenspeedand power. Onewantsto try certaintransformationsfor
example,in order to handlecertain classesof problem.But thereis no plausibleway in generalto
perfectly delimit casesthat may hangin the transformationprocessHencesomeform of delimiting is
requirede.g.by time or operationcount.

Many classef integrationproblemcanmakeuseof assumptionsegarding,say, behaviorof integranc
at infinity. This createsa potentialfor bugswhen the codeis not sufficiently carefulto delimit what
inputs enterhandlersthat may utilize suchassumptionsMoreoverevenwherea handlerexplicitly tries
to determinesuchbehaviorthereis the issuealludedto above,where,say, limit extractionmay hangif
not suitably constrainedBut when constraintgon time, memory,or somemeasureof operationcount’
areused,how is oneto handlean abortedintermediateresult?With a warning messageBy giving up~
By continuingasthoughit hadbeena"good" casee.g.of convergencat infinity?

Symbolic integrationis one of the most complicatedpiecesof machineryto be found in algorithmic
mathematicsThe relianceon otherfunctionsaswell asintricaciesof integrandtransformatiorattempt:
certainlyimplies that it will havea nontrivial implementationHenceit is vital that the piecesbe ade-
quately documentedThis is a rule throughoutthe field of softwaredevelopmentput the importanci
cannotbeoverstatedn the contextof integration.

Whenl beganwork on this body of code,morethanoneout of everyfour openbugsin the Mathematica
kernel (with around2000 functions)wasin the categoryof definite integration(a part of one function,
| nt egr at e). This massposedseveralproblemsin and of itself. First, the function clearly receive:
widespreadusage andhenceit is difficult to startfrom scratch.Secondthe scopemadeit a bit difficult
to performadequatdriage (thatis to say, it is hardto seethe forestfor the trees).Third, the massivi
overhaulneededstrongly implied that therewould be considerabléoreakageat leastin the shortterm,
Fourthis the likelihood that the scopeof trouble exceedshe capabilitiesof any one developer(l car
attestthatit certainlyexceedshe capabilitiesof this particulardeveloper).

Issuesin the Implementation of Indefinite | ntegration
We will discussin brief someissuesthat tend to be specific to indefinite integration.As our primary
focusis on definiteintegrationwe deferto the nextsectionthosethatarecommonto both.

The Curse of Recursing

Often anintegralmay be brokeninto two parts.The technicalterm for thefirst partis "done" while that
for the secondis "not done". The secondterm might be further rewrittenin waysthat returnoneto the
original problemor a variantthereof,thusleadingto recursivesplitting. As an exampleof an integrant
that might elicit suchbehaviortry I ntegrat e[ Si n[ x]/ (Sqrt[ a-x] *(1+x)), X] in version4 of
Mathematica. One approachto fixing this involves use of hashingto recognizeintegrandsthat have
previouslycomeourway.

Another commoncauseof descentnto the infinite is the utilization of pairs of inversetransformation:
We might, for example convertatrig to exponentialsh onehandler,andconvertbackto trigs in another
appliedlater. We try to avoidthis pitfall by usingBlock to (whatelse?)block the dualhandlerwhenwe
do onesuchtransformation.

Thereis a bright side.We now tendto handlemore problemsthanin the past.Hereis an examplethatwe
now handledueto moreactive useof transformation®f the integrand.Ilt comesfrom anintegrationtes
suitein [3].
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J\ Tan [x]2 d
X
\/ _ Sin [x] (1 _ 2Sin [X]Z)
5
| 2
41 | — Cos[X]
3

EllipticE [ ArcSinh | /3 Tan[x] | 5]
i = P
5 6
EllipticF [ ArcSinh | [ tan x| 5”
i - A
5 6

/(\/25+14Cos[2x] + Cos [4 Xx]

\/<4+Cos[2x1>Sec \/2+Tan[ x]2

Out on aLimb with a Cut Branch

Frequentlywe requiretransformationshat bring into play multivaluedfunctions.The consequencis thal
we may arrive at an antiderivativethatis only correctup to a piecewisemultiplicative constantHencewe
now attemptto restorethe proper factor. This is not always trivial and often leadsto a significantly
enlargedform of result.Moreoverit is nottrivial to recognizen all caseshow to correctlyreverseeffects
of suchtransformations.

Transfor mations

In many casesit is well understoodhow one might obtain an antiderivativefor a particular class of
integrande.g. rational functions of trigs. But the neededtransformationamust be applied carefully in
orderto avoid potentialexplosionin intermediatecomplexityor thatof thefinal result.

To Expand or Not Expand, Indefinitely

This is a (very important)specialcaseof a transformationAs theissuesarea subsebf thosethatarisein
the contextof definiteintegrationwe coverit thereinstead.

Issuesin the Implementation of Definite I ntegration

In this sectionwe arrive at the mainfocusof this report.Within symbolicdefiniteintegrationoneencour
tersawide arrayof issuesin thesubsectiondelow! will endeavoto presentindillustratemanyof them,

To Expand or Not Expand, Definitely

When one hascertaintypesof input it makessenseto expandover summandsand integrateterm-by-
term. In othercaseshis canbe a very badthing to do. So the questionis when shouldone expandthe
input andloop oversummandsWe will illustratetheissuewith afew examples.

First,a"simple"integrandnvolving a rationalfunction.

p=7X13+10X8+4X7—7X6—4X3—4X2+3X+3;
q=x¥- _2xT-2x4-4x3-x%2+2x +1;

result J — dx

(1/2% (0] L6102576361/15553J
qrt[2(‘1 Log[1/(1/2 = (232482*Sqrt[2])/9764515) - 1)

We do anumericcheckthatthisis correct.
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N[result ] - NIntegrate [p/d, {X, 2, 5}]

~2.59224 x10°1

Now we expandandintegrateovereachterm,thentry to simplify theresult.lt is amess.

result2 = Simplify [Map[lntegrate [#, {X, 2, 5}] & Expand [-z—]”

3 RootSum [1 c2nl -2 4w 2014 2117 —2118 s 1M &,

N |

Log [2 - H#1] ]
o

1-m-681%2 - 411% - 781% 817 + 7118
3RootSum |1 +2 11 - 112 - 4113 2914 — 2417 -2 118 + 41 g,
Log [5 - #1]

&| —
1-81-6812-481% - 7m1° 8m17 + 7 11"8 }
3RootSum[1+2n1—1112—41113—2n14—2n17—21118+n114 &,

Log [2 - 1] ##1 }

1-81-6812-481% - 7m1° 8117 + 7 31"8
3RootSum[1+21¢17111274111372tt1472tt17721118+tt114 &,

Log [5 - 1] #1 }
.
1-m1-681%2 - 411% - 715 8m17 + 7118
4RootSum|1 + 211 - 112 —411% - 2m1% — 2417 — 2018 + 41 g,

Log [2 - =17 112

&| -
1-m-681%2 -411% - 781% 8m17 + 7118 }

4RootSum|1 + 211 - 112 —411% —2m1% 2417 — 2018 + 11 g,

Log [5 - #1] 112

&| +
1-m1-681%2 - 411% 7815 817 + 7118 }

4RootSum|1+2n11 - 112 —4m1% 2114 2017 - 218 + 1M g,

Log [2 - #1] =13

&| -
1-m1-681%2 - 411% 7015 817 + 79118 }

4RootSum |1 +281 - 112 —4m1% 2014 2017 - 218 + 1M g,

Log [5 - 1] #13

&| +
1-m1-681%2 - 411% 715 817 + 79118 }

7RootSum |1 + 211 - 112 —411% - 2114 —2:17 - 218 s 4124 &

Log [2 - #1] #1°®

&| -
1-m1-681%2 - 411% - 715 817 + 79118 }

7RootSum |1 + 211 - 112 - 411% - 2114 -~ 217 - 218 s 1124 &

Log [5 - n1] w18
g [ ] &}7

1-m-6081%2 - 411% - 7015 8m17 + 7118
4RootSum[1+21¢17111274111372tt1472tt17721118+tt114 &,

Log [2 - #1] =17
&} +

1-m1-681%2 - 411% 715 817 + 7118
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1+201 -m1%2 - 4m1% —2m1% 20117 - 218 + w1l g,

&| -
1-m1-601%2 - 411% 7015 8m17 + 7118 ]
10 ROOtSum[1+2ttl—tt12—41113—21114—21117—21:t18+ttll4&,

&]+
1-m1-681%2 - 411% - 715 817 + 7118
10 RootSum[1+2111—1112—4tt13—2t114—2n17—21118+11114&,

&| -
1-m1-681%2 - 411% - 715 - 8m17 + 7118 ]
7RootSum[1+2111—1112—41113—2tt14—2tt17—2n18+tt114 &,

&]+
1-m1-611%2 - 411% - 7115 8m17 + 7118
7R00tSum[1+2111—1112—4tt13—21114—2ttl7—21118+tt114 &,

g

4 RootSum

Log [5 - #1] #1”

Log [2 - #1] u18

Log [5 - 1] =18

Log[2 - #1] u1®®

Log [5 - #1] #1%8

1-81-6812-481% - 7m1° -8:17 + 7118

N[result2 -result ]

-3.55271 x10° 40, 1

We seethat the messat leastis correct.But it is obviousthat we are betterservedby avoiding suct
expansiorin this example.

Here is an examplewhere one must not expand.The reasonis that the summandshave cancelling
singularities.

i = J:(exi- - 1) Sin [x] dx

1
-1 +BesselK [1, 2] +Ein (Besseld [1, 2] + i BesselY [1, 2])

i =Lm(e§ -1) Sin [x] ax

1
-1 +BesselK [1, 2] +Eizr (Besseld [1, 2] + i BesselY [1, 2])

Again we validatethis with a numericcheck.


David
Comment on Text
Again just tell us.

David
Comment on Text
What is Mma doing here? I would like a general idea of how the integrals were found in each case.
Also, is it possible to find a similar example with lower degree polynomials? I would be equally convinced by an example in which the output took about a page.

David
Comment on Text
repetition.

David
Comment on Text
Davenport quotes the same example and states that there are cancelling singularities at both ends. However, I think that cancellation is only needed at infinity. Where the cancellation is needed could be stated. An interesting point here is that if the indefinite integrals can be expressed in terms of known functions, then the problem could be split, and a limit taken. Limit functions seems to know about keeping sums together to obtain cancellation.  


N[ii ] - NIntegrate [(aexi - 1) Sin [X],

{x, .001 , 10003}, WorkingPrecision ->25]

~7.40734 x10°° 1+ 0.000520847 i

Clearlywe cannotexpandandhandlesummandseparately.

Map[lntegrate [#, {x, 0, Infinity }1 & Expand [(cexi —1) Sin [x]”

— Integrate::idiv:
Integral of Sin[x] does not converge on {0, =}. Mre...

_ Integrate::idiv:

Integral of ex Sin[x] does not converge on {0, «}. Nbre...

J -Sin [x] dx +J cexi Sin [x] dx
0 0

By contrasthereis a casewherepreexpansiomelpsconsiderably.

integrand =
acCos[t] bgCos[2t] <cCos[3t] df Cos[4t] eqCos[5t]
gs * cf * ad * ahn " ag *
fl Cos[6t] bgCos[7t] hSin[t] i Sin[2t] | ySin [3t]
mr w * no x * bc * ehr * | p *
dkSin[4t] al mSin[5t] mpSin[6t] nqgSin[7t]
C "Tbths | K T ex

27
Timing [J integrand dlt]
0

{1. Second, 0}

Versionsof Mathematica that did not expandbut insteadtried to work with the entire integrandat one
time took abouta minute to handlethe sameintegration.The reasonis that transformationsnvolving
severakrigonometricsummandganbe costlybothin time andmemory.

Yet anotherdrawbackto expansionis that the individual piecesmight have different ideasregarding
provisosfor parametersin particularif they go throughdifferentroutesin the code.If conflicting provi-
sosemergewe might eithergeta uselesgesult(if we fail to recognizethatthe conditionscannotall hold)
or elsebeforcedto redotheintegral ,thushavingwastedime processingummandsndividually.

Heuristics I nvolving M ethod Choices and Transfor mations of I ntegrand

Quite often one encountersan integrandthat might be handledin differentways. As the resultcanvary
considerablyin termsof speedand/orcomplexityit is a (wide) openproblemto optimally dispatchpaser
onstructureof theintegrand.Thereis onenice featureto the decisionprocessf whetheror notto try an
approachbasedon evaluatingan antiderivativeat endpointswe mustfirst find that antiderivative.lf we
fail atthatstagewe certainlyknowit is notaviableapproach!

Hereis anexamplewhereuseof convolutionapproactgivesa resultfastey.
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Timing U:xif* Sin [x] Sin [g] Sin [g]

Sin [;] Sin [g] Sin [1— Sin [

X X
1

13] Sin [::(—5] dlx]

467 807 924 713 440 738 696 537 864 469 }
1896 516 717 212 415 135 141 110 350 293 750 000

{18.12 Second,

Hereis anexamplewhereevaluationof anantiderivativegivesa preferredform of result.

Integrate  [Sin [X -Yy]1, {Y, X, Pi},
Assumptions - {0 < x < Pi }, GenerateConditions - False ]

-1-Cos[Xx]

While the nondefaultoption value may makeit look pathological,t is spawnedrom the examplebelow
which doesnot useany nondefaulptionsettings.

Integrate  [Abs[Sin [Xx -y]]1, {X, 0, Pi}, {y, 0, Pi}]
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Onewould certainlypreferthateithermethodgive the"nice" form of resultshownabove.lt is anunfortu-
natefact thatthis stateof affairsis quite difficult to achieve.Thusone mustuseheuristicsto distinguist
caseghatmight receivemorefavorabletreatmenfor oneor the othermethod.Noting thattheintegrand
in these examplesare both primarily trigonometric functions of linear functions of the variable, it
becomesglearthatformulationof goodheuristicds by no meangrivial.

A relatedissueof heuristicsis that frequently an integrandmay appearamenableto any of severa
different transformationsFor example,for a quadraticradical function of the integrationvariable we
might want to transformto a Mei j er G function, or do a linear changeof coordinatesn an effort to
simplify or removetheradical.

Anotherrelatedissueis that sometransformationsnay not be valid for all possiblevaluesof a paramete

n
For example,one might wish to write (a + b xd)n asa" (1 + 9;) (for integrationvariablex) in

order to convertto a Mei j er G form. This transformationis of coursenot valid for all valuesof the
parameterm. We then must choosebetweenissuinga conditionalanswer,or abandoninghis approacl
andtrying anotherthatmight give anunconditionakesult.

Still anotherrelatedissueis in how to transformproductsinto Mei j er G functions.Theremaybe severa
possibilities,with the quality of outcomedependenbn thechoicesmade.

Generations of Generation of Provisos (Results That Depend on Conditions)

Below | indicatewaysin which generatiorof conditionscanbe problematic.Severalareillustratedwith
older versionsof Mathematica becauseve have madeimprovementshat renderthe specific example
obsolete But the ideasbehindthem are generaland no doubtrelatedproblemsstill lurk in the curren
implementation.
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Propagationof Conditionsfor Multiple Integrals

For multiple integrationone may wantto propagateconditionsfrom inner to outerintegrations.This is
problematicif the conditionsgeneratedcannotadequatelybe simplified. On the otherhandif we fail to
generateandpropagatéhemwe run a greaterisk of obtaininga badresult.

Here is an examplewhere in version 5.0 we required conditionsin order to propagatesingularity
information.

result = Integrate [Abs[x -y]",
{x, 0, 1}, {y, 0, 1}, GenerateConditions - True |

2
2+3n+n2’
Integrate  [Integrate  [Abs[x -y]", {y, 0, 1}, Assumptions - Re[n] <-1],
{x, 0, 1}, Assumptions - Re[n] 5—1H

If {Re[n] > -1,

A numericcheckvalidateshis.

(result /. n->3.2) - Nintegrate [Abs[x—y]s'z, {x, 0, 1}, {y, 0, 1}]

1.18332 x10

Note thatif we do not insiston generatiorof conditionswe geta resultthatis quite obviouslyincorrec
insofarasthe correctoneclearly mustlie betweerzeroandonefor positivevaluesof n.

Integrate[Abs[x - y*n, {x, 0, 1}, {y, 0, 1}, GenerateConditions - False

2+3n+n?

1 A1
JJAbs[x—y]”dlydlx /. n-32
0 Jo

4.67829

ExcessiveConditions

Various algorithm implementationsmay force generationof unneededconditions. For example
MeijerG convolutionwill requirethat certainvalueslie in "wedges"emanatingfrom the origin, anc
Newton-Leibniz methodsnayissueconditionsbasedn the specificform of theantiderivative.

Hereis a simpleexampleusingversion5.0. Specialcasecodefor handlingexponentials/ia convolutior
wantsto insistthata parametetakea negativerealpart.
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_;a(x—t:r)2
Integrate [e sigma® - IX, -0, o}, Assumptions - {a >0, sigma e Reals }]

) /7 Abs [sigma ] _abw?
If {&gma + 0 &&Re[b] <0, , Integrate [e sigma? (X, —co, @},

Va

Assumptions - sigma e Reals &&a > 0&& (sigma =0 | | Re[b] > 0) ] ]

The currentbehavioris nicer.

a (><—b)2

Integrate [e_ sigma® - {X, -0, o}, Assumptions - {a >0, sigma e Reals }]

. A7 Abs [sigma ]
If {S|gma + 0, ,
va
7a(b7><)2
Integrate {e sgma? X, -oo, oo}, Assumptions - sigma =- H

Necessityof Condition Generation

Often onemay wish to ignore conditions.This happendor examplein casesvherewe know in advanc:
thattheywill be satisfiedby parameteralueswe may laterchoose A problemis thatresultscandepent
on whatpathis takenin the code.If the integrationis split into parts,saybecausehe pathis split, andif
the partstake pathsin the codethat makedifferentassumptionsaboutparametersthenresultsmight be
entirely incorrect. One manifestationmight be incorrect cancellation.We illustrate with the precedin
example.Iln the codeit handleshalf the integrationpath using one assumptioraboutthe parameteb,
handlegshe otherhalf rangeusinga contraryassumptionandthe endresultis quitewrong.

a (><-b)2

Integrate [e_ sigma® X, -0, o}, GenerateConditions - False ,

Assumptions - {a > 0, sigma € Reals }]

The upshotis that partial resultscancelledwith no indicationthat they requireconflicting conditionsto
hold.

Genericityof GeneratedConditions

Conditionsgeneratednay be only genericallycorrect.Hereis an examplethatexhibitsthis phenomenol
Specifically, whenim [a] == Im [b] (thatis, a vertical integrationpath) we have a problembecaus
thattheir differenceappearsn somedenominators.

11


David
Comment on Text
If the user knows in advance, maybe it is reasonable to ask the user to tell this information to the system in the form of an assumption.


b
j Log [x] dX

; { Im[b] @ -Im[b] Re[a] +Im[a] Re[b] Q Im[a] .
Im[a] -Im[b] ! Im[a] - Im[b] - Hlm[a]flm[b]7

a-b-alog[a] +bLog[b], Integrate Log [x], {x, a, b}, Assumptions -

Im[b] Re[a]
Re[b] < ___I__[__]_ﬁ&&(“m[a} ~08&8&Im[b] <0) || (Im[b] >0&&Im[a] <0))H
m|a

Assessment of Conver gence

Testingfor convergencés closelyrelatedto generatiorof conditionsinsofarasthe formercandependon
parameteralues.But convergenceesting,evenin the absencef symbolicparametersis no easymatte!
(it is complicatedby oscillatoryfactors,possiblecancellatiorof singularterms,andsoforth). Hencecode
thattestsintegrandgor convergencéendsto be of anad hoc nature.While it usuallyserveswell it is by
no meansa scienceat this time, and| do not know how to makeit one.Were oneto issue"uncertainof
convergence'messagem all possiblecaseswherewe cannotverify convergencer identify condition
to generatehat would ensureconvergencewe would havea flood of message€venworse,we would
lose manyintegrals.The reasonis that summandsan separatelyspawnconflicting conditions,and this
canhappernin casesvhentheyshouldinsteadcancelsingularitiesn pairs.

Here are somesimple exampleghat may help to give anideaof the difficulties lurking within conver
genceassessmentlathematica will evaluatehemcorrectlybutthiswasnotalwaysthe case.

J-oo Cos [x?]

dXx
o Log[X]
Cos [x?]
_ Integrate::idiv: Integral of does not converge on {0, «}.
Log [x]
© Cos [X?]
J =7 ax
o Log [x]

j e* Sech [a x] x dx
0

-PolyGamma| 1, % - %] + PolyGammal| 1, *i;a}
If {Re[a] >1, ,

8 a2

Integrate  [e* x Sech [ax], {X, 0, =}, Assumptions - Re[a] < 1}]

Thefirst diverges but not dueto problemsat eitherendpoint(thereis a pole at 1). The secondconverge
conditionally,andversion4 of Mathematica evenknowsthis, butthengetsthe conditionwrong.

Below is an examplethatgivesanideaof whatis involvedin sortingout conditionsfor convergenceWe
needto look at possibilitiesof oscillatory, exponentiallygrowing, and exponentiallydampedfactorsin
orderto figure out the correctconditionson parameterslin this casethe original assumptiorsufficesto
guaranteeonvergence.
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Integrate [ (Sin [betty =xr ] =Sin [grammaxr]) /E" (alf %r "2),
{r, -Infinity , Infinity }, Assumptions - Re[alf ] > 0]

(betty -gramma) 2 (betty +gramma) 2

e 4 alf - e 4 alf A\ T

2/ alf

Here is a slightly more difficult variant, one that requiresnontrivial conditionson parameterdeyonc
whatis givenin theassumptiongption.

Integrate [ (Sin [betty xr ~2] %= Sin [grammaxr ~2]) /E” (alf xr"2),
{r, -Infinity , Infinity }, Assumptions - Re[alf ] > 0]

If {Re[alf ] = Abs [Im [betty 1] + Abs [Im [gramma] ],

1 1 1

4e —

= \/alf +1 (betty - gramma) \/alf - i betty + i gramma

1 1
V7T,

\/alf -1 (betty + gramma) \/alf + 1 (betty + gramma)
Integrate  [e @ * Sin [betty r?2] Sin [grammar?], {r, -, o},

Assumptions - Re[alf ] > 0&&Re[alf ] < Abs[Im [betty ]] + Abs [Im [gramma] ] ] }

As anotherexamplewe show an integral that convergesThe integrandis a sum of two terms,eachof
which separatelywill diverge.If the codesplitsthis thenit mustrecognizethattherewill be a cancella
tion of singularparts.

Integrate [ (Log [X] -Log[a]) / (x -a), {x, 0, a}, Assumptions -a > 1]

DifficultiesI nvolving Parameter sand Detection of Singularities

Oneissueis in finding singularpointson theintegrationpath.Evensomethingassimpleasactrig function
canbe problematic. Thereareothertar pits lurking beneattthe surfaceof the swamp.

ParametricSingularities

The presenceof elliptic functionsin the antiderivativeusually removesany hopeof correctly detecting
parametedependensingularities.Belowis anexample.
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J:[—(mMeijerG [{{1, 1}, {11, {{-1- i} {}}, L ]+7rEI|iptiCK [m]

If {Im [m #0 | | Re[m] =0, EllipticK [1-m] (EllipticE [m] - EllipticK [my) +

EllipticE [1 - m] EllipticK [m], Integrate

mMeijerG [{(L, 13, 03, {{3. 3}, U}, g5 Eliptick  [m Sin [y]

2 2 1-m

(1+ (-1+m) Sin [y]z))/(n\/1+ (-1+m Sin [y1° ) dy

{ EllipticK [mj

\/1+ (-1 +m) Sin [y]?

2

mEllipticK [m] Sin [y]

o

7(\/1+ ~1+m Sin [y]? \/1+ ~1+m Sin [y]?

2

. {y, 0, ﬁ}, Assumptions - m< OH
\/1+ -1+m) Sin [y]? 2

Whethertheresultis worth the screerrealestatdat occupiess opento debate.

Transcendentaland Singularity Detection

Often finding singularitiesdependson finding roots of expressionsTheseneednot be algebraic,anda
generalpurposetranscendentatoot finder is a nontrivial undertaking(also it might be slow). In the
examplebelow,we find the badpoint atthe origin, andcorrectlydecidetheintegralis divergent.

|

m||—- N| =

i

-2 +%x2 +20 Cos[x]

N N =

(-6 x + x3 + 60 Sin [x])2

Integrate::idiv:
-2 +x2+20Cos[x] 1
I ntegral of does not converge on |- —,
(-6x+x3+60Sin[x])’ -2

-2 +x2+20 Cos[Xx]
dx

-6 x +x2 + 60 Sin [x])2

But minor modificationsgive rise to a singularitythatis not at an algebraicnumbernor at a "convenient
multiple thereof(e.g.7 timesarational).
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J‘5 -2 +%x2 +20 Cos[x]

1 -6 x +x3 +60 Sin [X]

N[ ]

-2 +x2 +20 Cos[x]

NIntegrate [ , (X1, 5}]

-6 x +x3 + 60 Sin [x]

1
5 (-Log [-5 +60 Sin [1]] +Log [95 + 60 Sin [5]7])

-0.0646864

— Nintegrate::ncvb:

Nintegrate failed to converge to prescribed accuracy
after 10 recursive bisections in x near {x} = {4.34763}.

0. x10!

Clearlythis diverges.The denominatohasa polein theintegrationpath,andit is a (nonalgebraicjoot of
atranscendentaquation.

FindRoot [-6 x +x® + 60 Sin [x] =0, {X, 2}]

(X > 4.34626 )

ParametrizedSingularitiesin Multiple Integrals

Parametrizedsingularitiescan causetrouble, particularly in multidimensionalintegration. Here is an
examplefrom [11]. We beginwith a smallvariationon the actualproblem.

JJAbs[Sin [Xx -y]] dy dx
o Jo

27T

Now we doubletheregionof integrationin bothdirections.

27w A2 7T
J J Abs [Sin [X -y]] dy dX
o Jo

4

The secondoneis off by a factor of 2. The problemis thatonesingularityline, x ==y, is recognizedBut

the brokenline x==y+ 7 modulo 27 goesunrecognizedHencewe do not handlerangescorrectly
splitting only into two ratherthanthreepiecesin thefirst level of integration.Note thatthis is in versior
5.0 of Mathematica; laterversionsdo getthe correctvalueof 8 .
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Branch CutslIntersectingthe Integration Path

It is importantto assessvhetheran integrationpath crossesa branchcut of an antiderivative(so thatwe
might split the pathinto segments)The examplebelowdoesthisin orderto getthe correctresult.

-2+1
i1 =J Log [x] dx
-1-i

N[l ]
Nintegrate [Log [x], {X, -1-4, -2 +1}]

[%in—} ((—2—61’1) +3 i+ Log |4 (3_4]1)’1*31])

-0.584615 +0.863986 1

-0.584615 +0.863986 1

Version4 of Mathematica failed to catchthe crossingand gavea resultwith imaginarypart off by 3 7.
Needlesgo say,this problembecomewastly moredifficult if the crossingmight or might not existbase

on parameteralues.Onemight try the examplebelowto getanindicationof whatmight be areasonabl
result.

Integrate  [Log [x], {X, -1-1, y}]

Problemswith AlgebraicManipulation

Hereis anexamplethatwasquitewrong prior to version5.1 (we showtheresultfrom version5.0).

i =j 2y e Besselk [0, \/?y Sign [y]] dy
0
N[ii ]
NIntegrate [Zyey BesselK [0, \/?y Sign [y]], {y, O, oo}]
ArcSec [\/?]
V2

1 -

0.324489

2.54593

The problemwasin the innardsof the convolutioncode.At a key stepwe madeuseof anexponentiabf
the form exponential  ( (-2 i) 7 -log (%
root. Oncewe replaceexponential  with Exp we losetrack of a factor of (—1) andthis gaveriseto a

) +2log (2) ) and we subsequentlyequireda squart
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bad result. While this exampleis now repairedthe generalproblemremainsof how to find andforestal
this phenomenon.

Mathematica’'s integrationcodeoncehadan interestingmethodfor eludingthis branchcut sort of prob-
lem. The tactic was to convertvarious exponentialthings to trigs in the hopethat anything"bad" e.g
explicitly complexvalues,would packup for vacation.Often this worked,andindeed! introducedsome
bugssimply by disablingsomeof this andmakingconversionsn the reversedirection.But my feelingis
that the problem should be addressedit a more basiclevel, by finding the culprits and spankingthe
branchcutsout of them.As anindicationthatthis earliermethodhad severdimitations,| notethatit too
failed onthe exampleabove.

The next exampleshave bugsin currentversionsdue to branch cut issuesnot correctly handledin
convolutioncode.They showthatnot all changesanbe viewedasprogressinsofarasthey gavecorrec
resultsin version4. Needlesdo say,| hopeto addresshesein thenearfuture.

: L (-1) x3 2 .
Integrate [e‘“t (e3( )X -1) X 2, {X, 0, o}, Assumptions -t >0]

(-1)"/*2 5 HypergeometricPFQ Sy g2y

(1+]1)“/27T\/t_+ [{ 6} {3 3} 9]_
32/3 Gammé%]

(-1)*12 1t HypergeometricPFQ [{%} {% %} ;]

31/3 Gamme{i%]

A numericalcheckwill revealthatthisis simply not correct.

The next exampledoesnot even involve a symbolic parameter Again, the culprit deepdown is in
convolutionof Mei j er Gfunctions.

ii =Integrate  [ArcSin [v] *Log[v] /v, {v, 0, 1}]
NLii ]
Nintegrate [ArcSin [v] xLog[v] /v, {v, 0, 1}]

— L 2
(0]

0.544397

-1.02331

< Previous Next »

General Considerations

Herearesomeof the questionghatrequirethoughtin the designandimplementatiorof definiteintegra-
tion. They have emergedfrom study and overhaulof our existing code base,but | believethey apply
moregenerallye.g.to definite summatiorandrelatedpolyalgorithmcomputationatalculus.

Given a choiceof methodswhich shouldoneattemptfirst? This canhaveseriousrepercussions terms
of speedFor example what might be a fastMeijerG convolutioncanbe very slow to evaluateasan
indefinite integralfollowed by extractionof limiting values.And of coursethe oppositecanhappen.Or
the methodamight be comparablén speedbut give resultsof vastly differentcomplexityof form.
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Whenor how shouldonepresimplifytheinput?
Whenor how shouldonesimplify theresult?

Specialcasemethodsmay be very helpful for speedor simplicity of result. But they also proliferate
opportunitiesfor bugs.Henceit requirescareto think throughwhat classesare importantto handlein
theseways.

Somemethodsrequireintrinsically "slow" technology.For example refinementof conditions(which is
sometimesessentiain orderthatthey not blow up) may requiresomelevel of CAD supportbehindthe
scenesEvenlimit extractionfor Newton-Leibniz methodscan be slow. We are thusfacedwith ques
tions of whento apply suchtechnologyandhow to preventit from causingmanyinputsto hang.

In regardto preventionof hangingin computationallyintensivetechnologynotedabove,we havefound
it quite necessaryo placetime constraintson certainpiecesof code.(Motivation: oftenthey succeedIf
they fail, sobe it, andwe thentry otherthings.) This givesrise to a new setof problems.Oneis thai
asynchronousnterrupthandling,requiredby TimeConstrained , is imperfectandin rare caseswill
causea kernel crash.Anotheris that resultsnow take on a platform dependennature,andthis is seri-
ously unsettling A possiblefuturedirectionthatwill alleviatethis: havepotentiallyslow codestoppedoy
somemeasuref operationcountratherthanasynchronoumterrupts.

Indefinite integrationis (generally)more powerful in version5 thanin the past. This hascomeat the
price of speedit simply tries moretransformationgndthelike. Thisin turn meansall Newton-Leibniz
codeis atrisk of gettingslower.We now cachesomeresultsfrom indefinite integrationbut thisis atbes
a partialfix to the problem.

Provisionalmoral, or maybe conundrum:The more things improve, the more opportunity for closely
relatedthingsto deteriorate.

Summary and Directionsfor FutureWork
Developmentand overhaulof Integrate hashad successeand at leastsomesetbacksOne shoulc
hopethesdattermay proveto betemporary.

Among the successegjirtually all infinite recursionproblemsfrom earlierversionshasbeenfixed. Case
where a methodfailed and we did not move on to try anothermethod,that is, prematurebailout, have
likewise beenaddressedNumerousproblemsin convergencessessmergnd singularity detectionhave
likewise beenfixed. Much of the idiosyncraticad hoc codehasbeenremovedor rewritten. Most oper
problemsfall into the various categoriesdescribedabove,which, while large, is betterunderstoodhar
theintegrationswampthatwe hadfour yearsago.

This hascomeat a costof speed.Moreoverwe now havesomelevel of platform dependenbehavior
Work remainsto iron out bugsin convolutioncodeandelsewhereHeuristicsto determineuseof expanr-
sion, simplification, refinementof conditions,andthe like are crudeand certainlyimperfect.Modularity
of the code,which affectsusability, maintainceand further developmenthasimprovedbut is likewise
still far from perfect.The samemaybe saidfor its documentation.

This presentsa synopsisof the issuesfacedin developmenbf a robustdefinite integration.To some
extentwill alsogive a snapshobf the recentstatusof Integrate in Mathematica. Lestthe readerbe
left with the ideathatmanyof the issuegresentedbovearespecificto the Mathematica implementatiol
of I nt egr at e, we referto [4] for a discussionthat overlapsoursbut is not specificto any particulal
body of code.

My opinionis thatfuturework in definite integrationwithin Mathematica shouldgo in a few directions.|
list variouspossibilitesbelow.

Strengtheninghe Mei j er G convolutioncode,with attentionpaidto form of results rangeof integrand
coveredandcorrecthandlingof convergencandbranchcut problems.

Better assessmerdf convergencesonditions.This will include splitting the Gener at eCondi ti ons
optioninto two or threedistinct onesso that meaningsare more clear. At presenthe codemay useit to
testfor convergencegr to look for parameteconditionsthatguaranteeonvergence.

Figuring out a platform independentway to measurework done, and basean interruption schem:
thereon.lt is a fact of life that certainpossiblyexpensiveoperationsare neededo makean integratior
codework well, andthey canalsohangexamplesf notterminatedvithin reasonabléime. Basingthis on
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somethingascrudeasTi nmeConst r ai ned is problematic,amongotherreasonéaecauseesultéarenot
independenof the speedf themachineon whichtheyarerun.

Continueddebuggingbasedon existingbugsin that code.The overall countof bugsin | nt egr at e is
now about30 percentof whatit waswhenthis work wasfirst undertakenThis bringsthe quantityto a
point wherea careful categorizatiorof specificproblemareasbecomegealistic. My anticipationis that
someof thesespecificareaswill simply needpointfixes. Whatremainsasproblematicshouldbe amena
ble, in parts, to rewriting without deleteriousimplications to the overall structure and function of
I nt egr at e code.

Continuedadditionto thetestsuitesoasto avoidlargescalebreakagealuringoverhaul.In pasta problerr
that led to the massivebugslist wasthatwe did not havean adequatdestsuite It had manyintegratior
exampleshut not enoughfor afunctionof the scopeof | nt egr at e). Hencebugfixes might well caust
breakageelsewhereand no "trip wire" existedin termsof a sufficiently large test suite. At present
virtually all fixed bugsgetmadeinto newtests.
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