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Abstract. Fürer’s (2007) method is the currently fastest procedure
for multiplying integers. In this paper, fairly standard algorithmic
technology provides an adaption of this result to univariate polynomi-
als with integer coefficients.

1. Introduction

The seminal paper of Schönhage & Strassen (1971) gave an FFT-based mul-
tiplication for n-bit integers using O(n logn log logn) bit operations. This
record stood for a quarter of a century, until Fürer (2007, 2009) took a fresh
look at the FFT and obtained an algorithm with M(n) operations, where

M(n) ∈ n logn 2O(log∗ n).

Here log∗ n is the number of times one has to apply the function log2 to
get below 1. For example, if

m = 22
2
2
2

= 265 536,

then log∗m = 6 and log∗ n ≤ 5 for all n < m. A number with m bits requires
storage of over 2.5 · 1019 709 exabytes. Thus for practical purposes, log∗ is
constant.

Fürer used complex roots of unity, and De et al. (2008) transferred the
approach to a p-adic domain, thus obviating the need for complex error
estimates.

It is easy to adapt this to multiplication in Z[x]. One substitutes a suf-
ficiently large integer b for x, so that in a product h = f · g ∈ Z[x], the
b-adic digits of h(b) are separated and can be read off, to yield h(x). The
only problem is that the b-adic representation of f(b) has, in general, both
positive and negative b-adic digits. This can be circumvented by splitting
f and g into their positive and negative parts and performing four integer
multiplications (see von zur Gathen & Gerhard (2003), § 8.4).
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The purpose of the present paper is to reduce this factor of 4 to 1. This is
achieved by choosing b as a power of 2 and converting the positive/negative
b-adic representation of f(b) into one with only positive digits. We then
have the usual binary representation of integers, apply a single fast integer
multiplication, and convert back.

2. Conversion algorithms

We consider two b-adic representations of integers: the standard representa-

tion with a sign bit and digits v satisfying 0 ≤ v < b, and a signed represen-

tation with digits w for which −b/2 ≤ w < b/2 holds. Since the latter digits
form a complete residue system modulo the integer b ≥ 2, the representation
is unique. A digit w is represented as (sign(w), binary representation of |w|),
and 0 as (+, 0).

For d-digit representations with positive leading digits in an even base b,
the maximal values in the two representations are

(b− 1, . . . , b− 1)←→ bd − 1 ≥
(b− 2)(bd − 1)

2(b− 1)
←→ (

b

2
− 1, . . . ,

b

2
− 1),

(2.1)

and the minimal values, with a positive standard sign, are

(1, 0, . . . , 0)←→ bd−1 >
bd − 2bd−1 + b

2(b− 1)
←→ (1,−

b

2
, . . . ,−

b

2
).

Furthermore, for b ≥ 4 we have

bd − 1 <
(b− 2)(bd+1 − 1)

2(b− 1)
.

It follows that for b ≥ 4 any number with d standard digits has at most d+1
signed digits, and with d signed digits it has at most d standard digits. This
slight asymmetry is due to the fact that having a positive leading digit is a
restriction on the signed representation, but not on the standard one.

The two conversion algorithms that follow work for positive inputs.

Algorithm 2.2. Conversion from signed b-adic to standard b-adic.

Input: integers b ≥ 4, d ≥ 1, u0, . . . , ud−1 with ud−1 ≥ 1 and −b/2 ≤ ui < b/2
for all i < d.

Output: integers v0, . . . , vd−1 with 0 ≤ vi < b for all i < d.

1. For 0 ≤ i < d do vi ← ui.
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2. For i = 0, . . . , d− 1 do

3. If vi < 0 then vi ← vi + b, vi+1 ← vi+1 − 1 { carry step }.
4. Return v0, . . . , vd−1.

Algorithm 2.3. Conversion from standard b-adic to signed b-adic.

Input: integers b ≥ 4, d ≥ 1, v0, . . . , vd−1 with 0 ≤ vi < b for all i < d.
Output: u0, . . . , ud with −b/2 ≤ ui < b/2 for all i ≤ d.

1. For 0 ≤ i < d do ui ← vi.
2. ud ←− 0.
3. For i = 0, . . . , d− 1 do

4. If ui ≥ b/2 then ui ← ui − b, ui+1 ← ui+1 + 1 { carry step }.
5. Output u0, . . . , ud.

For symmetry, we set ud = 0 in the input to Algorithm 2.2.

Theorem 2.4. Both conversion algorithms work correctly, that is,

∑

0≤i≤d

uib
i =

∑

0≤i<d

vib
i.

If b = 2m, for an integer m ≥ 2, then each of them takes at most 3dm bit

operations for the arithmetic.

Proof. For the correctness of Algorithm 2.2, we have

(2.5)
∑

0≤i≤d

uib
i =

∑

0≤i<d

vib
i

after step 1. If v′i, v
′
i+1 denote the values after a carry step for i, we have

v′ib
i + v′i+1b

i+1 = (vi + b)bi + (vi+1 − 1)bi+1 = vib
i + vi+1b

i+1.

Thus the right-hand sum in (2.5) remains unchanged throughout the algo-
rithm.

We next claim that 0 ≤ vi < b for all i. Each vi gets changed at most
twice in step 3, to vi + b for i or to vi− 1 for i− 1. After step 4 for i− 1, we
have

−b/2− 1 ≤ vi < b/2,

and after step 4 for i,

0 ≤ vi < b,
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as claimed. Since ud−1 ≥ 1, we have vd−1 ≥ 0 after step 4 for d− 2, and the
condition in step 4 for d− 1 is not satisfied.

The proof for Algorithm 2.3 is similar. Denoting by u′
i, u

′
i+1 the values

after a carry step for i, we have

u′
ib

i + u′
i+1b

i+1 = (ui − b)bi + (ui+1 + 1)bi+1 = uib
i + ui+1b

i+1.

In the condition of step 4 for i, we have 0 ≤ vi ≤ ui ≤ vi + 1 ≤ b. If at i no
carry occurs, then 0 ≤ u′

i = ui < b/2. If it is a carry step, then ui ≥ b/2 and

−b/2 = b/2− b ≤ u′
i = ui − b ≤ 0.

This shows all claims about the output.
For the claimed running time when b = 2m, it is sufficient to realize

addition or substraction of either 1 or b to a digit with m bit operations. In
step 3 of Algorithm 2.2, we compute vi + b for some vi < 0. Let vi be the
integer whose m-digit binary representation complements that of |vi|. Then

|vi|+ vi = 2m − 1 = b− 1,

vi + b = −|vi|+ b = vi + 1,

so that a complementation and addition of 1 suffice. Similarly, in step 4 of
Algorithm 2.3 we need ui − b for some ui ≥ b/2. Using its complement ui,
we have

ui − b = −(ui + 1).

There are standard techniques to handle the potential carries in adding or
subtracting 1 to or from an m-bit number in m bit operations when we count
bit addition with carry as one operation. We do not go into the details.
One carry step can be done with at most 3m bit operations, and the whole
conversion with at most 3dm operations. �

Algorithm 2.6. Reducing multiplication in Z[x] to that in Z.

Input: f =
∑

0≤i<d fix
i and g =

∑

0≤i<d gjx
j inZ[x], with d ≥ 2 and all

integer coefficients in standard binary representation.
Output: The coefficients of h = f · g =

∑

0≤k≤2d−2 hkx
k in standard binary

representation.

1. If f = 0 or g = 0, then return 0.
2. B ←− max{|fi|, |gi| : 0 ≤ i < d}.
3. m←− ⌈log2(dB

2)⌉+ 2, b←− 2m.
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4. Let fp = εf |fp| and gq = εg|gq| be the highest nonzero coefficient of f
and g, respectively, with 0 ≤ p, q < d and εf , εg ∈ ±1.

5. For 0 ≤ i < d do f ∗
i ←− εffi, g

∗
i ←− εggi.

6. uf ←− (f ∗
d−1, . . . , f

∗
0 ), ug ←− (g∗d−1, . . . , g

∗
0).

7. vf ←− conversion(uf), vg ←− conversion(ug), using Algorithm 2.2.
8. vh ←− vf · vg in standard b-adic, using fast integer multiplication.
9. uh ←− conversion(vh) in signed b-adic, using Algorithm 2.3. Parse uh

as (h∗
2d−2, . . . , h

∗
0), with each h∗

k a signed b-adic digit.
10. Return hk = εfεgh

∗
k for 0 ≤ k ≤ 2d− 2.

The height H(f) of an integer polynomial f is the maximal absolute value
of its coefficients.

Theorem 2.7. Algorithm 2.6 correctly multiplies two polynomials in Z[x]
of degree less than d ≥ 3 and height at most B. It takes at most M(n)+ 13n
bit operations, where m = ⌈log2(dB

2)⌉ + 2 and n = dm.

Proof. We set f ∗ = εff and g∗ = εgg, so that the f ∗
i and g∗i are the

coefficients of f ∗ and g∗, respectively. We first note that m ≥ 4, 4d ≤ n, and
2d ≤ 2dB2 ≤ b− 1 ≤ (d− 1)b, so that

(bd − 1)2 = b2d − 2bd + 1 ≤ db2d − 2db2d−1 − bd+ 2d = d(b− 2)(b2d−1 − 1),

|(f ∗ · g∗)(b)| ≤ B2

(

bd − 1

b− 1

)2

≤
(b− 2)(b2d−1 − 1)

2(b− 1)
.

It follows from (2.1) that the signed b-adic representation of (f ∗ ·g∗)(b) has at
most 2d−1 digits. Furthermore, we let wk =

∑

i+j=k f
∗
i g

∗
j for 0 ≤ k ≤ 2d−2.

The integers represented by uf and vf are equal to f ∗(b), and ug and vg
represent g∗(b). Thus uh is the signed b-adic representation of f ∗(b) · g∗(b) =
(f ∗ · g∗)(b). It follows that

∑

0≤k≤2d−2

h∗
kb

k = (f · g)(b) =
∑

0≤k≤2d−2

wkb
k,(2.8)

|wk| = |
∑

i+j=k

f ∗
i g

∗
j | = |εfεg| · |

∑

i+j=k

figj| ≤ d · B2 < b/2.

Thus each wk is a signed b-adic digit, so that both sums in (2.8) are signed
b-adic representations of (f · g)(b). Since this representation is unique, we
have h∗

k = wk for all k, and the output is correct.
Arithmetic computation takes place in steps 5 through 10; we ignore the

other steps. The most expensive step is the integer multiplication in step 8.
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Its first argument f ∗(b), represented as vf , satisfies

0 ≤ f ∗(b) ≤ B
bd − 1

b− 1
< 2Bbd−1.

Setting

c = ⌊log2B⌋ + 2,(2.9)

we have
log2(2Bbd−1) ≤ 1 + c− 1 + (d− 1)m ≤ dm = n,

since c ≤ m. The same bound holds for g∗(b), and step 8 can be perfomed
with M(n) operations. All other steps take at most the following number of
bit operations:

step 5: 2d,

step 6: 0,

step 7: 6n,

step 8: M(n),

step 9: 6n,

step 10: 1 + 2d− 1 = 2d. �

The range of practicality of fast integer multiplication has yet to be deter-
mined, and no attempt has been made to optimize the algorithms presented
here (except for the constant 1 in 1 ·M(n) of Theorem 2.7). Each coefficient
of f or g can be represented with c bits (as in (2.9)), for a total of 2cd bits.
We have

n = dm ≈ d(2c+ log2 d) = 2cd+ d log2 d.

For each pair (c, d) of parameters, the algorithm can be implemented on a
Boolean circuit of the stated size. Besides the usual gates, we use an addition
gate whose 2-bit output is the integer sum of the two input bits.

Well-known algorithms of Borodin & Moenck (1974); Cook (1966); Kung
(1974); Sieveking (1972); Strassen (1973), and others perform division with
remainder using Newton iteration. For n-bit integers, they yield algorithms
using O(M(n)) bit operations (see von zur Gathen & Gerhard (2003), Theo-
rem 9.8). This leads to fast multiplication in finite fields and for polynomials
over finite fields.
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