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- Routines are desired which not only prove but also find such identities.
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- "Combinatorial" here just means that the inequality depends on a discrete parameter $n$. Inequalities like $\sin x<x(x \geq 0)$ are out of scope.
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## Known Algorithms for Proving Identities

- Summation Algorithms
- Gosper's algorithm
- Zeilberger's algorithm
- Sister Celine's algorithm
- Karr's algorithm
- ... variations and generalizations of those ...
- Generating Function Algorithms (remember Paule's talk)
- Today: An algorithm for proving identities, which is applicable to a much larger input class.
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- Clearly: Every $N \geq 0$ with

$$
\forall n \geq 0:\left(f_{n}=f_{n+1}=\cdots=f_{n+N-1}=0 \Longrightarrow f_{n+N}=0\right)
$$

does the job.

- Proof: If $N$ has this property and $f_{0}=\cdots=f_{N-1}=0$ then $f \equiv 0$ by induction. If not $f_{0}=\cdots=f_{N-1}=0$, then $f \not \equiv 0$ anyway.
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- Here, we need not assume that $x_{0}, \ldots, x_{N}$ be independent! If $\left(f_{n}\right)$ is defined via recurrence equations, then these equations give rise to known polynomial relations
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- This can be decided using Gröbner Bases.
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- It contains many special sequences such as
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n, \quad F_{n}, \quad F_{2^{n}}, \quad F_{F_{n}}, \quad P_{n}(x), \quad L_{n}^{\alpha}(x), \quad C_{n}^{m}(x), \quad \ldots
$$

- It satisfies important closure properties such as

$$
+, \cdot,-, /, \quad \Sigma, \quad \Pi, \quad \mathrm{K}, \quad \text { affine transforms }
$$

- Theorem. For all sequences from this class, the algorithm described before terminates (i.e., a value $N$ is always found).
- In particular: Zero equivalence is decidable for this class.
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## Example Gallery

- $\sum_{i=1}^{n} \sum_{i=1}^{1}=-n+(n+1) \sum_{i=1}^{n} \frac{1}{n}$

- $\sum_{k=0}^{n} \frac{1}{U_{2^{k}-1}(x)}=\frac{2 x U_{2^{n}}(x)-U_{2^{n}-1}(x)}{U_{2^{n}-1}(x)}$
$\frac{2}{2+\frac{3}{4}}=\sum_{k=0}^{n} \frac{(-1)^{k}}{k!}$
$3+\frac{4}{\cdots+\frac{n}{n}}$


## Example Gallery

$$
\begin{aligned}
& >\sum_{k=1}^{n} \sum_{i=1}^{k} \frac{1}{i}=-n+(n+1) \sum_{k=1}^{n} \frac{1}{k} \\
& >\sum_{k=1}^{n} \frac{(-1)^{k}}{F_{k} F_{k+1}}=-\frac{F_{n}}{F_{n+1}} \\
& >\sum_{k=0}^{n} \frac{1}{U_{2^{k}-1}(x)}=\frac{2 x U_{2^{n}(x)-U_{2^{n}-1}(x)}^{U_{2^{n}-1}(x)}}{2+\frac{2}{3+\frac{3}{n}}}=\sum_{k=0}^{n} \frac{(-1)^{k}}{k!} \\
& \cdots+\frac{n}{n}
\end{aligned}
$$
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- Today: A method for proving inequalities, which succeeds for a great many instances.


## Proof by Induction: Outline

- Note: Proving an inequality $A>B$ amounts to testing positivity of $A-B$.


## Proof by Induction: Outline

- Note: Proving an inequality $A>B$ amounts to testing positivity of $A-B$.
- Task: Given a sequence $\left(f_{n}\right)$, prove that

$$
\forall n \geq 0: f_{n}>0
$$

## Proof by Induction: Outline

- Note: Proving an inequality $A>B$ amounts to testing positivity of $A-B$.
- Task: Given a sequence $\left(f_{n}\right)$, prove that

$$
\forall n \geq 0: f_{n}>0
$$

- Idea: Find an $N \geq 0$ such that

$$
\left(\forall n \geq 0: f_{n}>0\right) \Longleftrightarrow\left(f_{0}>0 \wedge f_{1}>0 \wedge \cdots \wedge f_{N-1}>0\right)
$$

## Proof by Induction: Outline

- Note: Proving an inequality $A>B$ amounts to testing positivity of $A-B$.
- Task: Given a sequence $\left(f_{n}\right)$, prove that

$$
\forall n \geq 0: f_{n}>0
$$

- Idea: Find an $N \geq 0$ such that

$$
\left(\forall n \geq 0: f_{n}>0\right) \Longleftrightarrow\left(f_{0}>0 \wedge f_{1}>0 \wedge \cdots \wedge f_{N-1}>0\right)
$$

- Clearly: Every $N \geq 0$ with

$$
\forall n \geq 0:\left(f_{n}>0 \wedge \cdots \wedge f_{n+N-1}>0 \Longrightarrow f_{n+N}>0\right)
$$

does the job.

## Proof by Induction: Outline

- Note: Proving an inequality $A>B$ amounts to testing positivity of $A-B$.
- Task: Given a sequence $\left(f_{n}\right)$, prove that

$$
\forall n \geq 0: f_{n}>0
$$

- Idea: Find an $N \geq 0$ such that

$$
\left(\forall n \geq 0: f_{n}>0\right) \Longleftrightarrow\left(f_{0}>0 \wedge f_{1}>0 \wedge \cdots \wedge f_{N-1}>0\right)
$$

- Clearly: Every $N \geq 0$ with

$$
\forall n \geq 0:\left(f_{n}>0 \wedge \cdots \wedge f_{n+N-1}>0 \Longrightarrow f_{n+N}>0\right)
$$

does the job.

- Proof: If $N$ has this property and $f_{0}>0, \ldots, f_{N-1}>0$ then $f>0$ by induction. If not $f_{0}>0, \ldots, f_{N-1}>0$, then $f \ngtr 0$ anyway.
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- Again, this will be false if $x_{0}, \ldots, x_{N}$ are independent variables.
- Again, we assume knowledge (e.g., defining recurrences) about $\left(f_{n}\right)$ to be given, and extend the hypothesis accordingly.
- This knowledge may be anything that gives rise to polynomial (in)equalities for the $x_{i}$.
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- Thus we may deliver an $N$ with

$$
\begin{aligned}
\forall x_{0}, \ldots, x_{N+1}:\left(p_{1}\right. & \left.\lesseqgtr 0, \ldots p_{m} \lesseqgtr 0, x_{0}>0, \ldots x_{N}>0\right) \\
& \Longrightarrow x_{N+1}>0
\end{aligned}
$$

for certain explicit polynomials $p_{1}, \ldots, p_{m}$.

- This can be decided using Cylindrical Algebraic Decomposition.
- The method can be applied to the same class of sequences as the identity prover explained before.
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- The picture suggests that Bernoulli's inequality already holds for $z \geq-2$. Is this true?
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## Example: Bernoulli's Inequality

- Apply the method:
- $N=0 \ldots$ false.
- $N=1$. . false.
- $N=2 \ldots$ false.
- $N=3 \ldots$. true.
- Now it only remains to check $n=0,1,2$ :
- $n=0: 1 \geq 1$ OK.
- $n=1: z+1 \geq z+1$ OK.
- $n=2: z^{2}+2 z+1 \geq 1+2 z$ OK. $\square$.
- Conclusion: We have generalized Bernoulli's inequality.
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- Is this a Decision Procedure?
- No. There are examples where the procedure does not terminate.
- But a decision procedure is too much to hope for.
- If a decision procedure existed, we could also decide $\exists n: f_{n}=0$ (root finding), by simply applying the algorithm to $f_{n}^{2}>0$.
- Already for small classes of sequences, subincluded in ours, it is open whether root finding is decidable.
- Then, is it a Semi Decision Procedure?
- Also not.
- Because it can be semidecided that an inequality does not hold (enumerate all $n \geq 0$ in search of a counterexample)
- Together with a semi decision procedure for proving inequalities, we would obtain a decision procedure.
- Then, What is it?
- It's just a method that often succeeds.

